Interaction of Intrinsic and Synaptic Currents Mediate Network Resonance Driven by Layer V Pyramidal Cells
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Abstract
Cortical oscillations modulate cellular excitability and facilitate neuronal communication and information processing. Layer 5 pyramidal cells (L5 PYs) drive low-frequency oscillations (<4 Hz) in neocortical networks in vivo. In vitro, individual L5 PYs exhibit subthreshold resonance in the theta band (4–8 Hz). This bandpass filtering of periodic input is mediated by h-current (Ih) and m-current (IM) that selectively suppress low-frequency input. It has remained unclear how these intrinsic properties of cells contribute to the emergent, network oscillation dynamics. To begin to close this gap, we studied the link between cellular and network mechanisms of network resonance driven by L5 PYs. We performed multielectrode array recordings of network activity in slices of medial prefrontal cortex from the Thy1–ChR2–eYFP line and activated the network by temporally patterned optogenetic suprathreshold stimulation. Networks driven by stimulation of L5 PYs exhibited resonance in the theta band. We found that Ih and IM play a role in resonant suprathreshold network response to depolarizing stimuli. The action of Ih in mediating resonance was dependent on synaptic transmission while that of IM was not. These results demonstrate how synergistic interaction of synaptic and intrinsic ion channels contribute to the response of networks driven by L5 PYs.
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Introduction
Cortical oscillations are periodic fluctuations in excitability and represent a fundamental organizational principle of neuronal activity in cortex (Buzsáki 2006). Low-frequency cortical oscillations (<4 Hz) have been traditionally associated with sleep (Achermann and Borbely 1997; Steriade et al. 2001; Bazhenov et al. 2002) and deep anesthesia (Jameson and Sloan 2006). However, a broader role has recently emerged since pronounced slow rhythmic fluctuations in membrane voltage and local field potential have been also found in the awake, resting animal (Crochet and Petersen 2006; Gentet et al. 2010; Sellers et al. 2014). Functionally, low-frequency cortical oscillations may play a key role in memory consolidation and synaptic scaling (Marshall et al. 2006; Tononi and Cirelli 2014). Mechanistically, layer 5 pyramidal cells (L5 PYs) have been associated with the genesis of low-frequency oscillations in cortex, in particular in the slow (<1 Hz) and delta (1–4 Hz) frequency bands. L5 PYs initiate individual up states both in vivo (Luczak et al. 2007; Chauvette et al. 2010) and in vitro (Sanchez-Vives and McCormick 2000). Furthermore, low-frequency, square-wave optogenetic stimulation of L5 PYs generated cortical up and down states in vivo that closely resembled those that occur during spontaneous, endogenous slow oscillations (Beltramo et al. 2013).
At the cellular level, L5 PYs express hyperpolarization-activated cyclic nucleotide-gated (HCN) channels (Santoro et al. 2000; Lorincz et al. 2002; Ulrich 2002). These channels mediate the hyperpolarization-activated depolarizing current, \( I_h \), which acts as a pace-maker current in both cortical and thalamic cells (Luthi and McCormick 1998). In particular, \( I_h \) is responsible for subthreshold resonance, typically in the theta band but also outside of this frequency range, in the absence of network interactions for hyperpolarized membrane voltages in both pyramidal cells (Hutcheon et al. 1996; Leung and Yu 1998; Hu et al. 2002) and other excitatory cell types (Haas and White 2002; Erchova et al. 2004; Fransen et al. 2004; Engel et al. 2008; Yoshida et al. 2011). However, the absence of HCN-mediated theta resonance for more depolarized membrane voltages (Hu et al. 2002) suggests that, in active networks, the role of \( I_h \) in generating rhythmic network activity may differ. Indeed, optogenetic stimulation in vivo confirmed a key role of \( I_h \) in supra-threshold theta resonance at the network level but surprisingly only for periodic stimulation of parvalbumin positive cells (presumed interneurons) and not stimulation of pyramidal cells, despite the presence of \( I_h \) in pyramidal cells (Stark et al. 2013).

The number of HCN channels along the apical dendrite of L5 PYs increases exponentially with distance from the soma (Kole et al. 2006), implying a functional role of \( I_h \) in modulating synaptic integration in addition to somatic depolarization (Magee 2000; Zhuchkova et al. 2013; Cuntz et al. 2014). Conversely, non-inactivating potassium current \( I_M \) from Kv7 channels mediates theta band resonance at depolarized membrane voltages in cells in isolation (Hu et al. 2002). Despite similar findings of theta band resonance in vitro, the resonant frequency of cells arising from \( I_M \) and \( I_h \) is dependent on a complex set of parameters and can vary with experimental conditions (Rotstein and Nadim 2014; Rotstein 2015). Indeed aside from regulation of the resting potential and mediation of somatic theta resonance, both \( I_h \) and \( I_M \) play a large role in dendritic integration (review see Magee 2000). It has thus remained unclear if and how HCN- and Kv7-mediated single cell dynamics translate to networks driven by excitation of L5 PYs and to what extent these dynamics interact with excitatory and inhibitory synaptic activity.

To answer this question, we combined multichannel electrophysiology in vitro with optogenetic excitation of L5 PYs (Arekiel et al. 2007). We hypothesized that the interaction of synaptic (both excitatory and inhibitory) and cellular mechanisms plays a key role in network-wide supra-threshold frequency responses. To test this hypothesis, we applied frequency-sweep (chirp) stimulation to a large number of L5 PYs in acute cortical slices. Network activation of L5 PYs has been shown, for low-frequency stimulation, to produce naturalistic network-wide activation in vivo (Beltramo et al. 2013). We were able to isolate synaptic from cellular components of the network frequency response and discern the interactions which lead to the emergence of frequency tuning of cortical networks by combining multielectrode array recordings with the application of pharmacological agents. To account for differences in baseline excitability, we introduce a metric of relative activity based on the spiking activity across all stimulation frequencies. We utilize this metric to specifically examine network resonance. Using this measure, resonance can be observed as greater spiking response across the network for a small set of stimulation frequencies which are not the lowest or highest stimulation frequencies (which would indicate a possible low-pass or high-pass response respectively).

**Materials and Methods**

**Solutions**

All reagents were purchased from Fisher Scientific (Waltham, MA) with the exception of bicuculline and kynurenic acid (Sigma-Aldrich, St. Louis, MO) and ZD-7288 and XE-991 (Tocris Bioscience, Bristol, UK). Sucrose solution (in mM): 83.0 NaCl, 2.5 KCl, 0.5 CaCl\(_2\), 3.3 MgSO\(_4\), 1.0 NaH\(_2\)PO\(_4\), 26.2 NaHCO\(_3\), 22.0 dextrose anhydrous, and 72.0 sucrose. Incubation solution: 119.0 NaCl, 2.5 KCl, 1.0 NaH\(_2\)PO\(_4\), 26.2 NaHCO\(_3\), 22.0 glucose, 2.0 MgSO\(_4\), and 2.0 CaCl\(_2\). Control artificial cerebral spinal fluid (control aCSF): 119.0 NaCl, 4.5 KCl, 1 NaH\(_2\)PO\(_4\), 26.2 NaHCO\(_3\), 22.0 glucose, 1.0 MgSO\(_4\), and 1.0 CaCl\(_2\). Kynurenic acid and bicuculline aCSF (Kyn + Bic aCSF): control aCSF with 1 mM kynurenic acid and 10 μM bicuculline added. XE aCSF: control aCSF with 10 μM XE-991 added. Kynurenic acid and bicuculline with XE-991 aCSF (Kyn + Bic + XE aCSF): control aCSF with 1 mM kynurenic acid, 10 μM bicuculline, and 10 μM XE-991 added. ZD aCSF: control aCSF with 5 μM ZD-7288 added. Kynurenic acid and bicuculline with ZD-7288 aCSF (Kyn + Bic + ZD aCSF): control aCSF with 1 mM kynurenic acid, 10 μM bicuculline, and 5 μM ZD-7288 added.

**Slice Preparation**

All animal procedures were performed in compliance with the National Institutes of Health guide for the care and use of laboratory animals (NIH Publications No. 8023, revised 1978) and approved by the Institute of Animal Use and Care of the University of North Carolina at Chapel Hill. Juvenile mice (p15–30) were deeply anesthetized with Euthasol (0.5 mL/kg, Virbac, Fort Worth, TX). The mice were then decapitated and the brains quickly extracted and placed in ice cold sucrose solution. The 200 μm coronal slices of medial prefrontal cortex (mPFC, including infralimbic and prelimbic cortex) were cut using a Vibratome VT1000s (Leica Microsystems, Wetzlar, Germany) and incubated in PBS. The 50 μm slices containing mPFC were cut using a Vibratome VS1000S (Leica Microsystems), mounted, stained with DAPI, and protected with coverslips. Images were acquired using an Eclipse 80i (Nikon Instruments, Tokyo, Japan) under 20x objective.

**Wide Field Fluorescence Imaging**

A p28 mouse was anaesthetized with Euthasol and then transcardially perfused with PBS followed by 4% paraformaldehyde in PBS. The 50 μm slices containing medial prefrontal cortex (mPFC, including infralimbic and prelimbic cortex) were cut using a Vibratome VT1000s (Leica Microsystems, Wetzlar, Germany) and allowed to recover for at least 1 h in incubation solution at 34°C. Details of this procedure have been previously described (Schmidt et al. 2013).

**Patch Experimental Design**

Slices were placed in the recording chamber and Kyn + Bic aCSF perfused at a rate of 1.2 mL/min at 36°C. MPFC was located under 4x objective and cells with ChR2/eYFP patched under 40x objective using a SliceScope (Scientifica, Uckfield, UK). Current clamp experiments were recorded in pClamp (Molecular Devices, Sunnyvale, CA) with a sampling rate of 5 kHz. Input and output were provided by a Digidata 1440A (Molecular Devices) and amplified by a MultiClamp 700B (Molecular Devices). Before each stimulation sweep, a brief hyperpolarizing test pulse of −150 pA was applied for 100 ms. The current characterization protocol consisted of 1 s long current injections between −500 and 900 pA (in steps of 50 pA). After the
current characterization, increasing frequency ZAP current injections were performed by injecting current $I_{inj} = 10 \text{ pA} \times \sin (2\pi t)$ for time $t$ ranging from 0 to 30 s. Decreasing frequency ZAP current injections were made by decreasing $t$ from 30 to 0 s. ZAP injections were performed in 5 sweeps in both directions at resting potential, with an injection of $-100 \text{ pA}$, and with $-200 \text{ pA}$ injected current when possible.

**Multielectrode Array Experimental Design**

Multielectrode array (MEA) experiments were performed as in Schmidt et al. (2014). Briefly, slices were placed on a 6 x 10 perforated array of 30 μm electrodes (100 μm spacing) for an MEA2100 (MultiChannel Systems, Reutlingen, Germany) and were perfused with aCSF at a rate of 7 mL/min. Fifty-nine simultaneous multunit (MU) traces were recorded in MC_Rack (MultiChannel Systems). An optical fiber coupled to a LED460 (Prizmatix, Givat Shmuel, Israel) was placed over the slice so that 0.5 mW optogenetic stimulation was applied to the entire slice. Groups of 20 trials of stimulation were applied, each trial consisted of optogenetic square-wave stimulation (50% duty cycle) of 0.25, 0.5, 1, 3, 5, 7, 9, 13, 17, 21, 25, 29 Hz for 3 s each (except 0.25 and 0.5 Hz stimuli which were applied for 8 and 4 s, respectively) in increasing or decreasing order. Increasing and decreasing trials were chosen in a random order. To account for the preferential response to the onset of stimulation, 50 s of 10 Hz stimulation was applied before the start of the first trial and during the 20 s between chirp stimuli. After the last trial, the perfusion was switched to a second type of aCSF based on the experiment. Twenty additional chirp stimuli were applied for 10 min after the switch of aCSF to allow the changes caused by the new aCSF to reach steady state. Fluorescence images of the slices on the MEA were captured using a Summit K2 (OptixCam, Roanoke, VA). EYFP within slices was excited and background light filtered using the SFA-Cyan (NightSea, Lexington, MA).

**Data Analysis**

All data were analyzed with custom-written Matlab scripts (The Mathworks, Natick, MA). The resting membrane voltage was calculated for each sweep before current injections by taking the median of membrane voltage occurring before the hyperpolarizing test pulse. The steady-state response to current injections ($V_{steady}$) was determined by taking the median value of the membrane voltage during the last 20 ms of the 1 s pulses minus the resting state $V_m$ in the current characterization protocol. For hyperpolarizing pulse, $V_{min}$ was calculated as the most negative voltage in response to a hyperpolarizing pulse minus the resting state voltage. The sag ratio was therefore calculated as $V_{min}/V_{steady}$.

For subthreshold ZAP current injections, any sweeps exhibiting deflections in $V_m$ greater than 10 mV during the ZAP were excluded from analysis. Additionally, if more than 2 of the sweeps for an increasing or decreasing frequency ZAP experiment were excluded, then the experiment was excluded from group analysis. The resting membrane voltage was calculated for each sweep before ZAP current injections by taking the median of membrane voltage occurring before the hyperpolarizing test pulse. Voltage and current power spectra were calculated from 0.5 to 50 Hz using the Chronux toolbox function mtspectrumc() in Matlab. The resting membrane voltage was calculated as

$$V_m = \frac{\left(V_{rest} - V_{end}\right)}{4 \times \sigma}$$

where the voltage crossed $-4$ times the standard deviation for that MU trace (1 ms dead time). MU traces were included in subsequent analysis if the electrode was in mPFC and the average firing rate (FR) across the duration of the experiment was $>0.5$ spikes/s. Time courses were calculated (1 s bins) for each MU channel and z-scored by channel for the duration of the recording. Z-Score was used to normalize the differences in FR dynamics across the MU in the slice. The mean of the z-scored data was plotted for each slice for purposes of visualizing the experiment only. Response to the conditioning stimulus for each trial was determined by the average FR of MU during the last 10 s of the conditioning stimulus before each trial. FR was calculated for each stimulation frequency as the total number of spikes divided by the duration of the stimulation for that frequency. The percentage of the total relative activity was calculated for each stimulation frequency $i$ using the following equation:

$$\text{Relative Activity} = 100\% \times \frac{\text{FR}_i}{\sum_{i=1}^{n} \text{FR}_i}$$

FR, rather than spike count, was used to account for the differences in stimulation duration. By subsequent normalization for the total FR of all stimulation frequencies, this metric compensated for the change in baseline excitability caused by pharmacological changes to the aCSF. The resonant frequency was determined by the stimulation frequency with the largest relative activity (across all layers) for each chirp stimulus. A two-way ANOVA with factors of trial frequency direction and trial epoch (nCSF type) was used to determine statistical differences in resonant frequency.

To locate MU within L5 on the multielectrode array, the electrodes were superimposed over the fluorescence image of the slice on the array. Only electrodes within mPFC were included for analysis. Activity from electrodes was placed into 1 of the 2 groups for analysis: MU within L5 (identified by the region of eYFP) and those outside of L5 (above or below the region of eYFP). Reported data in the text and error bars represent the 2.5-97.5% (2-sided 95%) confidence interval of the median using a 100-iteration bootstrapping algorithm. Statistical significance of the relative response to optogenetic stimuli in the MEA experiments was determined by a four-way ANOVA with factors frequency, chirp direction (increasing or decreasing frequency sweep), trial epoch, and MU layer. Differences between MEA experiment types were determined by a three-way ANOVA with factors frequency, chirp frequency direction, and experiment type. Tukey’s HSD criterion was used for correction of multiple comparisons where appropriate.

**Results**

**Networks Activated by L5 PYs Exhibited Resonance**

We first probed the suprathreshold frequency response in MEA experiments by utilizing a preparation of acute cortical slices of mPFC from the Thy1–ChR2 mouse line which expressed...
channelrhodopsin (ChR2) and eYFP in L5 PYs (Fig. 1A, left: eYFP image showing localization of ChR2 in L5 PYs, right: inset displaying apical dendrites). Slices were placed on an MEA and activity from many layers of mPFC was simultaneously recorded (Fig. 1B, green indicates ChR2 expression, electrodes are superimposed in cyan). We applied 20 chirps of increasing or decreasing frequency (10 each) square-wave (50% duty cycle) optogenetic stimulation in control aCSF (Fig. 1C, example sweeps). We observed a strong initial response to the optogenetic stimulation which quickly faded to a steady-state response (Fig. 1D, red arrow). To suppress this transient response during chirp stimulation, we applied a conditioning stimulus for 50 s before the first trial and 20 s between subsequent trials. Ten minutes after completing the first epoch of 20 trials a second epoch of stimulation was applied (Fig. 1D, ~1300 s). During the second epoch the average FR response to the conditioning stimulus was increased (median [95% confidence interval], L5: 3.85 [3.28–4.53] spikes/s in the first epoch of stimulation and 3.81 [3.60–4.65] spikes/s in the second epoch of stimulation, other layers: 1.88 [1.65–2.05] spikes/s in the first epoch of stimulation and 2.33 [2.22–2.73] spikes/s in the second epoch of stimulation, n = 180 trials, P = 0.132 and <10⁻⁵, respectively, Wilcoxon signed rank). The relative activity by frequency was different between optogenetic sweeps of increasing and decreasing frequencies (P < 10⁻⁵, four-way ANOVA). Due to the exception of L5 MU at 5 and 7 Hz for increasing frequency stimuli, P = 0.030 and 0.027 and 0.25 Hz for decreasing frequency chirps, P = 0.047, there were no significant differences for MU outside L5, n = 90 trials, Supplementary Tables 1–4, Fig. 1E for MU within L5 and Fig. 1F for MU outside of L5). We therefore examined increasing and decreasing frequency sweeps separately, but have demonstrated that our stimulation paradigm did not evoke a different response due to the time elapsed during the experiment. We next asked if the largest relative activity was evoked by the lowest stimulation frequency (a low-pass filter response) or if larger relative activities were evoked by a few, slightly higher frequencies of stimulation (resonant response). We observed a peak in the frequency response of the relative activity across the network in the delta to low-theta range (resonant frequency for increasing frequency chirps: 3.01 [2.68–3.57] Hz for first control and 2.35 [2.07–2.56] Hz for second control; resonant frequency for decreasing frequency chirps: 5.00 [4.57–5.50] Hz for first control and 4.43 [3.61–5.58] Hz for second control; n = 90 trials for each condition; P = 0.251 and 0.502, respectively ANOVA). Due to the indicated in red. MEA electrodes superimposed in cyan. (C) Frequency of optogenetic stimulation (cyan) for 2 sample trials denoted with gray background. A 10 Hz conditioning stimulus is applied for 20 s between trials. Trials consisted of chirp stimuli ranging from 0.25 to 29 Hz applied in either increasing (left) or decreasing (right) order. (D) The mean z-scored firing rate for all MU during an experiment (black). Frequency sweeps are indicated in cyan. After the completion of the first epoch of stimulation (~1300 s), the perfusion was switched to another container of control aCSF. A second epoch of stimulation was applied 10 min after switching the aCSF (~1900 s here). The red arrows illustrate the strong onset response to the start of stimulation epochs. Black arrow indicates the response during the 20 s of 10 Hz stimulus between chirps. (E) The relative activity for each frequency of stimulation for increasing (left) and decreasing (right) frequency chirp stimuli for MU in L5. The response during the first epoch of stimulation is in gray. The response of the second epoch of stimulation is in red. The black line indicates a chance level of activity. In both cases, the network exhibited a resonant frequency in the high delta to low theta range. (F) The relative activity for each frequency of stimulation for increasing (left) and decreasing (right) frequency chirp stimuli for MU outside of L5 (including L1, L2/3, and L6). The response during the first epoch of stimulation is in gray. The response of the second epoch of stimulation is in red. In both cases, the network exhibited a resonant frequency in the high delta to low theta range. Inc Freq, increasing frequency chirps; Dec Freq, decreasing frequency chirps; Ctrl aCSF, control aCSF. Dashed lines indicate the 95% confidence interval of the median.

Figure 1. Network resonance by optogenetic activation of L5 PYs. (A) Fluorescence images of a coronal section containing mPFC. Left: eYFP expression throughout a coronal section, all neocortical regions express eYFP in L5. Right: Zoom-in of mPFC displaying eYFP in cell bodies and dendrites of cells originating in L5. (B) Fluorescence image of an experimental slice on the MEA. L5 or L6, L5, L3-Pia. (C) Inc Freq, Increasing Frequency; Dec Freq, Decreasing Frequency; Ctrl aCSF, control aCSF. (D-F) The mean z-scored firing rate for all MU during an experiment (black). Frequency sweeps are indicated in cyan. After the completion of the first epoch of stimulation (~1300 s), the perfusion was switched to another container of control aCSF. A second epoch of stimulation was applied 10 min after switching the aCSF (~1900 s here). The red arrows illustrate the strong onset response to the start of stimulation epochs. Black arrow indicates the response during the 20 s of 10 Hz stimulus between chirps. (E) The relative activity for each frequency of stimulation for increasing (left) and decreasing (right) frequency chirp stimuli for MU in L5. The response during the first epoch of stimulation is in gray. The response of the second epoch of stimulation is in red. The black line indicates a chance level of activity. In both cases, the network exhibited a resonant frequency in the high delta to low theta range. (F) The relative activity for each frequency of stimulation for increasing (left) and decreasing (right) frequency chirp stimuli for MU outside of L5 (including L1, L2/3, and L6). The response during the first epoch of stimulation is in gray. The response of the second epoch of stimulation is in red. In both cases, the network exhibited a resonant frequency in the high delta to low theta range.
A subset of eYFP-Labeled L5 PYs Exhibited Subthreshold Resonance

We next sought to confirm subthreshold resonance in eYFP-labeled L5 PYs in the mPFC of the Thy1-ChR2 mouse line. These cells are activated by the application of blue light and, therefore, drive the response to optogenetic chrip experiments. To examine the subthreshold resonance of these cells, we performed current clamp recordings at the somata of eYFP-labeled L5 PYs with synaptic transmission suppressed (Kyn + Bic aCSF, aCSF with the addition of 10 μM bicuculline to suppress GABA$_A$, and 1 mM kynurenic acid to suppress AMPA and NMDA transmission). We first observed the strength of $I_h$ by applying hyperpolarizing current pulses and measuring $V_{sag}$ (Fig. 2A). The amplitude of $V_{sag}$ varied between cells but was inversely correlated with $V_{steady}$ for each cell ($r = -0.697$ Spearman’s correlation for least correlated cell, $P < 0.05$, $n = 10$ cells). We next performed subthreshold frequency sweep current injections (ZAP stimuli) of both increasing and decreasing frequencies (Fig. 2B, top: increasing frequency ZAP current in the time domain and bottom: ZAP current in the frequency domain). As in Hu et al. (2002), the resonant frequency in response to ZAP stimuli did not differ between increasing and decreasing frequency stimuli ($P = 0.408$, $n = 19$ pairs of ZAP experiments). We observed both low-pass and resonant frequency responses which varied between cells as previously observed in mPFC in Dembrow et al. (2010; Fig. 2C). We quantified deviation from a low-pass response by calculating Q-value (Fig. 2D left). In this metric, a value of 1 means that the amplitude at the resonant frequency was the same as that of the lowest frequency, indicating a low-pass filter-like response. Finally, we examined the correlation between sag ratio (see Methods section) and resonant frequency (Fig. 2D, right). The sag ratio of the cells and therefore activation of $I_h$ was correlated to the resonant frequency ($r = 0.679$ Spearman’s correlation, $P < 10^{-3}$, median $V_{ms} = −71.4$ [−77.8 to 66.6] mV). We interpret these results to indicate that population of eYFP-labeled cells consisted of both cells which do exhibit and cells which do not exhibit subthreshold resonance.

Resonant Peak Shifted to Lower Frequencies with Synaptic Transmission Suppressed

In addition to cellular components, synaptic transmission may also contribute to the resonant response of networks. To test this for our experimental paradigm, we performed MEA experiments to examine the effect of suppressing synaptic transmission with kynurenic acid (to suppress AMPA and NMDA transmission) and bicuculline (to suppress GABA$_A$ transmission). If the effect of suppressing synaptic transmission was high-delta to the low-theta resonant frequency, we hypothesized that intrinsic cellular resonance played a major role in the network response. We specifically targeted resonance mediated through $I_h$ and $I_K$. Due to the previous work on the effect of $I_h$ on network oscillations (Rotstein et al. 2005; Giocomo and Hasselmo 2009; Stark et al. 2013), we hypothesized that such currents play a critical role in the resonance phenomenon observed here at the network scale.

![Figure 2](http://cercor.oxfordjournals.org/)

**Figure 2.** Patch recordings of eYFP/ChR2-labeled cells. (A) $V_{sag}$ as a measurement of $I_h$, in response to hyperpolarizing current injections versus the $V_{steady}$. The 2 values were highly correlated for all cells. (B) ZAP current injections in time (top) and frequency (bottom) domains. (C) Example recorded $V_{ms}$ (top) and calculated impedance spectra (bottom) for a cell with a resonant peak (black) and one with a preference for low frequency (gray) in response to ZAP stimulus. (D) Left: Q-value versus $V_{ms}$ for all ZAP stimuli. Right: Sag ratio versus the peak frequency for all cells. The peak frequency was correlated with sag ratio indicating that the resonant frequency was partially determined by the magnitude of $I_h$. 

---

Schmid et al. Interaction of Intrinsic and Synaptic Currents Mediate Network Resonance
simply a reduction in FR, then we would expect to see the same relative activity as in control. However, if the resonant profile is dependent on synaptic transmission, then the distribution of the relative activity would be different from control. To test for this effect, slices were given 20 optogenetic current stimuli (square-wave with 50% duty cycle) in control aCSF followed by 20 stimuli in Kyn + Bac aCSF (Fig. 3A, an example time course of the experiments). The response to the conditioning stimulus was decreased by suppressing synaptic transmission (MU inside L5: 8.66 [7.51–9.64] spikes/s in control aCSF and 3.14 [2.97–3.64] spikes/s in Kyn + Bac aCSF, MU outside of L5: 2.47 [2.35–2.60] spikes/s in control aCSF and 1.73 [1.62–1.87] spikes/s in Kyn + Bac aCSF, P < 10−3 for both groups, Wilcoxon-ranked sum). We next examined the change in relative activity by frequency, a metric which accounted for changes in baseline FR (see Methods section). Within L5 the frequency response favored lower frequencies with synaptic transmission suppressed (Fig. 3B). This shift was accomplished by both increased response to low-frequency stimulation (0.25–1 Hz for increasing frequency chirps and 0.25–3 Hz for decreasing frequency chirps, four-way ANOVA, Supplementary Tables 1 & 2) and decreased response to stimulation in the middle of the frequency range (5–13 Hz for increasing frequency chirps and 7–13 Hz for decreasing frequency chirps). Outside of L5, there were few significant differences in frequency preference caused by the suppression of synaptic transmission (exceptions: increased response to 0.25 Hz and decreased response to 3–5 Hz, for increasing frequency chirps only, four-way ANOVA, Supplementary Tables 3 & 4, Fig. 3C). We observed a shift in the resonant frequency of the network due to the suppression of synaptic transmission in favor of low-frequency stimulation (increasing frequency sweeps: 3.09 [3.00–3.24] Hz for control aCSF and 1.94 [1.78–2.20] Hz for Kyn + Bac aCSF, decreasing frequency sweeps: 4.6 [4.29–4.93] Hz for control aCSF and 3.41 [2.98–4.17] Hz for Kyn + Bac aCSF, P < 10−3 ANOVA, n = 90 trials for each condition). With synaptic transmission (AMPA, NMDA, and GABA_A) suppressed and therefore the number of postsynaptic potentials limited, the frequency response was shifted to favor lower frequency stimuli. These results support the hypothesis that synaptic transmission shapes the frequency response of neocortical networks activated by L5 PYs.

The Network Level Effect of I_M was Largely Independent of Synaptic Transmission

We probed the contribution of depolarization-activated current I_M by comparing the results of optogenetic stimulation during pharmacological blockade of KCNQ (Kv7.1, Kv7.2, and Kv7.3) channels to a preceding control epoch. To do so, we added 10μM XE-991 to the aCSF used during the second epoch of stimulation (Fig. 4A, beginning at ~1900s). As I_M returns depolarized cells to resting potential, we expected the blockade of I_M to increase the FR in response to the suprather hold-conditioning stimulus. Indeed, in response to the optogenetic conditioning stimulus in XE aCSF, the FR of L5 cells increased from 3.55 [2.98–4.14] spikes/s to 4.54 [3.88–4.91] spikes/s (n = 180 trials, P = 0.036 Wilcoxon-ranked sum); however, MU outside of L5 remained relatively constant (1.99 [1.90–2.09] spikes/s in control aCSF and 2.01 [1.92–2.10] spikes/s in XE aCSF, P = 0.12 Wilcoxon-ranked sum). We observed an expected decrease in the L5 response to stimuli in the middle of the frequency range (5–9 Hz for increasing frequency chirps and 9–21 Hz for decreasing frequency chirps, P < 0.05, four-way ANOVA, Supplementary Tables 1 and 2, Fig. 4B) as well as an increase in the L5 response to low-frequency stimuli (0.25–1 Hz for increasing frequency chirps and 0.25–3 Hz for decreasing frequency chirps). This result indicates that while the baseline FR activity has increased, the network preferentially responded to lower frequency stimuli when I_M was blocked. Importantly, we observed similar effects in MU outside of L5 (Fig. 4C, Supplementary Tables 3 and 4). Specifically, the response to stimulus in the middle frequencies of the sweep was decreased (5–9 Hz for increasing frequency chirps and 7–17 Hz for decreasing frequency chirps). The response to low-frequency stimuli was increased in MU outside of L5 as well (0.25–1 Hz for increasing frequency chirps and 0.25–3 Hz for decreasing frequency chirps). We next examined the change in the resonant frequency of the network. The blockade of I_M reduced the resonant frequency of the network (increasing frequency sweeps: 2.84 [2.68–2.96] Hz for control aCSF and 1.12 [0.994–1.31] Hz for XE aCSF, decreasing frequency sweeps: 5.07 [4.62–5.87] Hz for control aCSF and 2.92 [2.40–3.64] Hz for XE aCSF, P < 10−3 ANOVA, n = 90 trials for each condition). These results indicate that the frequency response as a whole and, in particular, the resonant frequency of the network depended on I_M. Without I_M, the network preferentially responded to low-frequency stimulation.

We next performed experiments to assess the interaction of I_M with synaptic transmission. To do so, we used aCSF with synaptic blockers (Kyn + Bac aCSF) during the entire experiment. During the second epoch of stimulation we added XE-991 (Kyn + Bac + XE aCSF). The comparison of the 2 stimulation epochs allowed us to examine the effect of I_M while synaptic transmission was suppressed (Fig. 5A). With synaptic transmission suppressed, the addition of XE reduced the response to the conditioning stimulus (Kyn + Bac aCSF: 4.86 [4.50–5.08] Hz, XE + Kyn + Bac aCSF: 3.43 [3.18–3.80] Hz, n = 160 trials, P < 10−3 Wilcoxon signed rank). Similar to experiments with XE alone, we observed a stronger relative activity for low frequencies (0.25–1 Hz) for MU in L5 as well as a decrease in response to higher frequency stimulation (5–21 Hz) for both increasing and decreasing frequency sweeps (n = 80 trials in each direction, P < 10−3, four-way ANOVA, Supplementary Tables 1 and 2, Fig. 5B). MUs outside of L5 were similarly affected by the blockade of XE with a greater response to low-frequency stimulation (0.25–1 Hz for increasing frequency sweeps, 0.25 and 0.5 Hz for decreasing frequency sweeps) and a decreased response to middle frequency stimulation (3–9 Hz for increasing frequency sweeps, 5–13 Hz for decreasing frequency sweeps) compared with suppressed synaptic transmission alone (n = 80 sweeps for each condition, P < 10−3 four-way ANOVA, Supplementary Tables 3 and 4, Fig. 5C). The resonant frequency was decreased across the network with the blockade of I_M (increasing frequency sweeps: 2.47 [2.23–2.68] Hz for Kyn + Bac aCSF and 0.713 [0.638–0.813] Hz for Kyn + Bac + XE aCSF, decreasing frequency sweeps: 4.23 [3.85–4.55] Hz for Kyn + Bac aCSF and 1.35 [1.25–1.53] Hz for Kyn + Bac + XE aCSF, P < 10−3, n = 80 trials for each condition).

We compared the difference in frequency response caused by the blockade of I_M in control with that of the blockade of I_M with suppressed synaptic transmission by summing the absolute values difference in relative activity by frequency for all sweeps. The effect of the blockade of I_M was not different with synaptic transmission suppressed from the effect of the blockade of I_M with synaptic transmission intact (increasing frequency sweeps: 21.2 [19.3–22.9]% for XE aCSF and 19.35 [18.3–21.9]% Kyn + Bac + XE aCSF, decreasing frequency sweeps: 18.3 [17.1–18.9]% for XE aCSF and 20.4 [18.5–22.6]% for Kyn + Bac + XE.
aCSF, $P = 0.988$ for increasing frequency sweeps and $P = 1.00$ for decreasing frequency sweeps ANOVA, $n = 90$ trials for XE aCSF and 80 trials for Kyn + Bic + XE aCSF in each direction frequency sweep). We interpret this result to indicate that the effect of $I_M$ was largely independent of synaptic transmission. Taken together we observed that $I_M$ affected the frequency response of networks but those effects were not dependent on synaptic transmission.

**The Network Level Effect of $I_h$ was Dependent on Synaptic Transmission**

We next assessed the contribution of hyperpolarization-activated depolarizing current $I_h$ on networks driven by L5 PYs. In order to isolate the contribution of $I_h$ to the frequency response, we performed experiments using HCN channel antagonist ZD-7288. The effect of blocking $I_h$ was determined by
comparing trials of stimulation with ZD aCSF to trials of a previous within-slice control (Fig. 6A: example time course of an experiment). With \( I_h \) blocked, the response to the 10 Hz conditioning stimulus was reduced across the network (L5: 7.54 [6.2–7.94] spikes/s in control aCSF and 4.60 [4.26–5.05] spikes/s in ZD aCSF, other layers: 2.64 [2.35–2.92] spikes/s in control aCSF and 2.08 [1.93–2.20] spikes/s in ZD aCSF, \( n = 180 \) trials, \( P < 10^{-3} \), Wilcoxon-ranked sum). Without \( I_h \), the MU in L5 were less

Figure 4. Addition of XE-991 reduced the resonant frequency of networks. (A) The \( z \)-scored time course of the MU firing rate (black). Chirp trials are indicated in gray. After the first epoch of stimulation, the perfusion was switched to XE aCSF. Ten minutes after the application of XE aCSF, a second epoch of stimulation was applied. (B) The relative activity for each frequency of stimulation for increasing (left) and decreasing (right) frequency chirps for MU recorded within L5. (C) The relative activity for MU recorded outside of L5 for increasing (left) and decreasing (right) frequency chirp stimuli. For (B) and (C), response to optogenetic chirps in control aCSF is in gray while the response to chirps delivered in XE aCSF is in black. The thin black line indicates chance activity levels. With XE-991 in the bath, the response to low-frequency stimuli was increased. Ctrl aCSF, control aCSF. Dashed lines indicate the 95% confidence interval of the median.
responsive to middle frequency stimuli (n = 90 trials, 5–13 Hz for increasing frequency chirps and 7–17 Hz for decreasing frequency chirps, four-way ANOVA, Supplementary Tables 1 and 2, Fig. 6B). However, the MU in L5 also exhibited an increased response to low-frequency stimuli (0.25–1 Hz for increasing and decreasing frequency chirps). This result indicates that by blocking \( I_h \) the response of the network was shifted to favor lower frequencies. MU outside of L5 also exhibited an increase response to low-frequency stimulation (increased response to 0.25 and 0.5 Hz stimuli regardless of chirp direction and decreased response to 5–9 Hz for increasing frequency chirps and 9–13 Hz for decreasing frequency chirps, four-way ANOVA,

**Figure 5.** XE-991 remained effective in the presence of suppressed synaptic transmission. (A) The \( z \)-scored time course of the MU firing rate (black). Optogenetic chirp trials are indicated in gray. Synaptic transmission was suppressed throughout the experiment, after the first epoch of trials the perfusion was switched to Kyn + Bic + XE aCSF. Ten minutes after the application of Kyn + Bic + XE aCSF, a second epoch of optogenetic chirp stimulation was applied to examine the effect of \( I_w \) when synaptic transmission was suppressed. (B) The relative activity for each frequency of stimulation for increasing (left) and decreasing (right) frequency chirps for MU within L5. (C) The relative activity for MU outside of L5. The blockade of \( I_w \) had a significant effect on the relative activity with synaptic transmission suppressed. Dashed lines indicate the 95% confidence interval of the median.
Supplementary Tables 3 and 4, Fig. 6C). With \( I_h \) blocked, the resonant frequency of the network shifted toward lower frequencies (increasing frequency sweeps: 2.84 [2.71–3.00] Hz for control aCSF and 1.91 [1.64–2.18] Hz for ZD aCSF, decreasing frequency sweeps: 4.54 [4.31–4.82] Hz for control aCSF and 3.04 [2.56–3.83] Hz for ZD aCSF, \( P = 0.005 \) for increasing frequency sweeps and \( P < 10^{-3} \) for decreasing frequency sweeps ANOVA, \( n = 90 \) trials for each condition). This result indicates that the change in the response of L5 cells propagated throughout the network to reduce the resonant frequency of the network.

We next considered how \( I_h \) interacts with synaptic transmission to contribute to the frequency response at the network scale. To separate these 2 components, we performed experiments with both excitatory and inhibitory synaptic transmission suppressed for the duration of the experiment and examined the effect of blocking \( I_h \) in addition. The addition of
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ZD-7288 to Kyn + Bic aCSF during the second epoch of trials (after a first epoch using Kyn + Bic aCSF) allowed us to assess the effect of $I_{h}$ on the frequency response of the network in isolation (Fig. 7A, time course of a typical experiment). Further blocking, $I_{h}$ did not significantly reduce the response to the conditioning stimulus for MU inside or outside of L5 (MU in L5: 2.69 [2.55–3.04] spikes/s in Kyn + Bic aCSF and 2.93 [2.60–3.19] spikes/s in Kyn + Bic + ZD aCSF, MU outside of L5: 1.79 [1.67–1.90] spikes/s in Kyn + Bic aCSF and 1.76 [1.66–1.90] spikes/s in Kyn + Bic + ZD aCSF, $n = 200$ trials, $P = 0.327$ and 0.253, respectively, Wilcoxon-ranked sum). With synaptic transmission suppressed, the L5 response to the chirp stimulus was only different for 0.5 Hz stimulus for increasing frequency chirps and 1 Hz for decreasing frequency chirps ($n = 100$ trials, $P = 0.003$ for 0.5 Hz for increasing frequency chirps, $P = 0.0164$ for 1 Hz for decreasing frequency chirps, and $P > 0.05$ otherwise, four-way ANOVA, Supplementary Tables 1 and 2, Fig. 7B). Outside of L5, there were no significant effects of blocking $I_{h}$ after suppressing synaptic transmission ($n = 100$ trials, $P > 0.05$, four-way ANOVA, Supplementary Tables 3 and 4, Fig. 7C). We next examined the effect of further blocking $I_{h}$ on the resonant frequency of the network with synaptic transmission suppressed. With synaptic transmission suppressed, the addition ZD to the aCSF did not significantly modulate the resonant frequency (increasing frequency sweeps: 2.12 [1.85–2.50] Hz for Kyn + Bic aCSF and 1.57 [1.34–1.75] Hz for Kyn + Bic + ZD aCSF, decreasing frequency sweeps: 3.94 [3.48–4.48] Hz for Kyn + Bic aCSF and 3.34 [3.06–3.64] Hz for Kyn + Bic + ZD aCSF, $P = 0.193$ for increasing frequency sweeps and $P = 0.110$ for decreasing frequency sweeps ANOVA, $n = 100$ trials for each condition). Therefore, the effect of the addition of ZD-7288, once synaptic transmission has been suppressed, was very limited. This result indicates that the effect of $I_{h}$ was largely dependent on network activity.

We next directly compared the effect of blocking $I_{h}$ in a slice with synaptic transmission intact to that of blocking $I_{h}$ after synaptic transmission had been suppressed. To do so, we calculated the absolute change in relative activity caused by blocking $I_{h}$ with synaptic transmission intact and with synaptic transmission suppressed. Across the entire network, the absolute change in activity levels caused by blocking $I_{h}$ was greater when the network was intact (21.0 [18.5–22.7]% across all MU for blockade of $I_{h}$ alone and 11.9 [11.0–12.5]% across all MU for blockade of $I_{h}$ with synaptic transmission intact) for increasing frequency chirps and 18.1 [16.9–21.1]% across all MU for blockade of $I_{h}$ alone and 11.7 [10.4–12.8]% across all MU for blockade of $I_{h}$ with synaptic transmission intact for decreasing frequency chirps, $n = 90$ pairs of trials for synaptic transmission intact and 100 pairs of trials for suppressed synaptic transmission, $P < 10^{-3}$ for both increasing and decreasing frequency chirps separately by Wilcoxon-ranked sum, Fig. 8A). Specifically, the increase in response to low-frequency stimulation (0.25–1 Hz for both increasing and decreasing frequency chirps) and the decrease in response to middle frequency band (5–13 Hz for increasing frequency chirps and 9–13 Hz for decreasing frequency chirps) stimulation was greater with synaptic transmission intact ($P < 0.05$, three-way ANOVA, Fig. 8B). The effect of blocking $I_{h}$ was larger with synaptic transmission intact. We interpret these results to indicate that the main effect of $I_{h}$ on network resonance was dependent on synaptic transmission.

Discussion

Oscillations cause time windows during which neuronal interaction is facilitated by synchronized depolarization of the membrane voltage (Steriade et al. 1993); such a mechanism enables the emergence of dynamic cell assemblies that serve as the building blocks of neuronal processing (Harris et al. 2003; Womeldorf et al. 2014). Emerging large-scale organization of neuronal firing directly correlates with cognition and behavior and therefore is a likely candidate for the mechanism that bridges brain activity and behavior (Wang 2010). Therefore, understanding the causal mechanisms by which cortical oscillations are recruited will offer insights into how cellular and synaptic properties interact to enable information processing in cortex. Here we have examined suprathreshold resonance of networks. In this approach the MU are oscillators which are coupled by synaptic transmission. This metric of resonance is different from those used for subthreshold oscillations. Subthreshold resonance measures the frequency response of membrane impedance of single cells in isolation as an indicator of how these cells may contribute to oscillations. Here we show that $I_{h}$ and $I_{B}$ contribute to suprathreshold resonance on the scale of networks.

Optogenetic stimulation of networks with cell-type specificity offers the opportunity for causal interrogation of circuit dynamics (Scanzi and Hauser 2009; Cho et al. 2015). Here we have utilized multielectrode array recordings of acute cortical slices to study the intrinsic and synaptic mechanisms of network resonance by suprathreshold optogenetic stimulation of L5 PYs. The cortical networks exhibited a frequency preference for delta and theta band stimulation of L5 PYs. Blockade of KCNQ or HCN channels boosted the response to low-frequency stimuli. We further examined the interaction of $I_{M}$ and $I_{h}$ with synaptic transmission. The blockade of KCNQ channels caused an increased response for low-frequency stimuli regardless of the state of synaptic transmission. Conversely, when synaptic transmission was suppressed, there was a minimal effect of blocking HCN channels. These results suggest that KCNQ and HCN channels play differential roles in resonance of networks based on the dependency of the effect on synaptic transmission. Interestingly, the blockade of $I_{h}$, $I_{B}$, or suppression of synaptic transmission did not fully remove resonance from the network. These manipulations reduced the resonant frequency of the network, but did not completely change the response of the network to that of a low-pass filter.

Importantly, both KCNQ and HCN channels may enable subthreshold resonance in individual neurons; in particular, the time constant of these channels mediates a suppression of slow input by effectively high-pass filtering the input. Therefore, both types of channels are ideally situated to selectively amplify oscillations in the theta frequency band (Hutcheon and Yarom 2000). Numerous studies have confirmed such resonance dynamics by application of low-amplitude (subthreshold), frequency-modulated current injection into different excitatory cell types in a range of brain structures including, most importantly for the discussion here, L5 PYs (Hutcheon et al. 1996; Fellous et al. 2001), but also hippocampus (Leung and Yu 1998; Pike et al. 2000; Hu et al. 2002), subiculum (Wang et al. 2006), and entorhinal cortex (Alonso and Llinas 1989; Dickson et al. 2000; Giocomo et al. 2007; Nolan et al. 2007). However, it remains unclear if the extrapolation from intrinsic dynamics in disconnected hyperpolarized cells to active networks holds true. In particular, $I_{h}$-dependent theta resonance was found to be absent for experimentally depolarized individual neurons in vitro (Halliwell and Adams 1982; McCormick and Pape 1990; Hu et al. 2002; Erchova et al. 2004). Yet, theta peak frequency in vivo correlates with functional organization of
grid cells in entorhinal cortex and with single-cell resonance peak frequencies, strongly supporting a direct link between intrinsic cellular resonance and network-level oscillations (Giocomo and Hasselmo 2009). Furthermore, cellular resonance could provide a mechanism for frequency-specific filtering of incoming synaptic input in intact networks (Izhikevich et al. 2003).

In the intact animal, mPFC networks may preferentially respond to stimuli in the high delta to low theta range from any one of the multiple types of oscillatory inputs. For example, parvalbumin positive (PV+) interneurons can drive neocortical and hippocampal theta oscillations in vivo (Stark et al. 2013). Local optogenetic stimulation was applied to small networks of 2–20 PV+ cells (Royer et al. 2012; Stark et al. 2012), the resulting

Figure 7. Ih played a limited role in resonance when synaptic transmission was suppressed. (A) The z-scored time course of the MU firing rate for the duration of an experiment (black). Optogenetic chirps are indicated in gray. After the first epoch of stimulation with Kyn + Bic aCSF the perfusion was switched to Kyn + Bic + ZD aCSF. Ten minutes after the addition of ZD, a second epoch of stimulation was applied. The relative activity of MU recorded in L5 (B) and MU recorded outside of L5 (C) for increasing (left) and decreasing (right) frequency stimuli. For chirps in Kyn + Bic aCSF (gray) and Kyn + Bic + ZD aCSF (black). The thin black line indicates chance activity levels. The addition of ZD-7288 caused a limited change in the frequency response, indicating that with synaptic transmission suppressed Ih played a small role in the frequency response. Dashed lines indicate the 95% confidence interval of the median.
spiking activity of the pyramidal cells exhibited theta band resonance. Furthermore with i_h blocked, the resonant profile of the excitatory cells was removed. Conversely, stimulation of all subtypes of excitatory cells (under the CaMKII promoter) resulted in a frequency response without resonance, in this case a more-or-less flat response across frequencies. Some methodological differences may explain the variation between these results and those presented here. Specifically, here we have directly stimulated only L5 PYs (under the Thy1 promoter) and have stimulated and recorded on a larger spatial scale. Stark and colleagues applied optogenetic stimulation in such a way as to record from the same cells which were directly stimulated. Conversely, here cells within layers outside of L5 did not express ChR2 in our preparation and were not directly activated by light stimulation.

Here, we have treated L5 PYs as a homogenous group; however, there exist 2 subtypes based on the axonal projections (for review: Shepherd 2013). L5 PYs, which project to the contralateral region of cortex and the striatum, the so-called intra-telencephalic neurons, exhibit fewer HCN channels than those that project to other subcortical structures (Sheets et al. 2011). The magnitude of i_h is, therefore, lower in these cells (Dembrow et al. 2010; Sheets et al. 2011; Gee et al. 2012). The intra-telencephalic neurons, with lower magnitude i_h currents, exhibit a low-pass filter response without a resonant peak in the theta band (Dembrow et al. 2010). Due to differential expression of i_h and similar expression of i_M between intra-telencephalic and pyramidal tract neurons, it is likely that the lack of subthreshold resonance in intra-telencephalic L5 PYs is due to i_h (Dembrow et al. 2010). Here, we have observed subthreshold resonance in patch experiments but have not attempted to abolish it with the application of either ZD-7288 or XE-991. It is unlikely that the population that was optogenetically stimulated was dominated by either subtype of L5 PYs. The intra-telencephalic neurons vary from pyramidal tract neurons in input impedance, spike threshold, and spike duration (Hattox and Nelson 2007; Dembrow et al. 2010; Suter et al. 2013). However, a previous study observed no significant difference in these metrics between L5 PYs that express ChR2 under the Thy1 promoter and those that do not (Wang et al. 2007). Additionally, in our patch experiments, we observed a variety of resonance profiles and magnitudes of i_h, as measured by the sag ratio, in the eYFP (and thus ChR2) labeled cells.

Together, our data present a novel perspective on the role of L5 PYs in propagating delta and theta band resonance of networks. Our combined pharmacological and optogenetic manipulations support a model where intrinsic excitability regulated by KCNQ and HCN channels represents a fundamental mechanism by which periodic input is translated into network-level frequency response.
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